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ABSTRACT: In this article, the interannual variability of upper-ocean temperature in the equatorial Indian Ocean (IO) and

its basinwide connections are investigated using 58-yr (1958–2015) comprehensive monthly mean ocean reanalysis data. Three

leading modes of an empirical orthogonal function (EOF) analysis dominate the variability of upper-ocean temperature in the

equatorial IO over a wide range of time scales. A coherent interannual band within the first two EOF modes identifies an

oscillation between the zonally tilting thermocline across the equatorial IO in its peak phases andbasinwide displacement of the

equatorial thermocline in its transitional phases. Consistent with the recharge oscillation paradigm, this oscillation is inherent

in the equatorial IO with a quasi-periodicity around 15 months, in which the wind-induced off-equatorial Rossby waves near

58–108S provide the phase-transition mechanism. This intrinsic IO oscillation provides the biennial component in the observed

IODvariations. The third leadingmode shows a nonlinear long-term trend of the upper-ocean temperature, including the near-

surface warming along the equatorial IndianOcean, accompanied by cooling trend in the lower thermocline originating farther

south. Such vertical contrary trends may lead to an enhanced stratification in the equatorial IO.
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1. Introduction

Before the 1990s, the role of the ocean dynamics in the Indian

Ocean interannual variability was not fully recognized and the

equatorial Indian Ocean was regarded as a noninteractive ocean

in this aspect (Wang 2019, among others). During the past two

decades or so,more attention has been paid to the IndianOcean’s

role in global climate variability and climate change (e.g.,

Webster et al. 1999; Schott and McCreary 2001; Annamalai

and Murtugudde 2004). In depth investigations have been car-

ried out on the ocean–atmosphere interactions and on the inter-

annual and decadal variability in the Indian Ocean (Yamagata

et al. 2004; Schott et al. 2009; Han et al. 2014; Xie et al. 2016).

For the interannual variability, there are two main patterns in

the equatorial Indian Ocean, based on the empirical orthogonal

function (EOF) analysis of the sea surface temperature anomalies

(SSTAs) (e.g., Chu et al. 2014; Zhu et al. 2015). The first leading

mode shows basinwide warming or cooling called the Indian

Ocean basin mode (IOBM), which usually peaks in the early

boreal spring and persists until the summer (Wu and Tang 2019).

Statistically, the IOBM is highly correlated with the preceding

El Niño–SouthernOscillation (ENSO) (e.g., Pan andOort 1990;

Kawamura 1994; Lanzante 1996; Nicholson 1997; Tourre and

White 1997; Klein et al. 1999; Wang 2019). Consistently, late-

decayed El Niño events in the recent decades are associated

with interdecadal equatorial IO warming, which can persist into

summer (Ren et al. 2015). Physically, the IOBM is mostly a

response to the changed surface heat flux over the IndianOcean

induced by ENSO through the atmospheric bridge (e.g., Klein

et al. 1999).Due to the IndianOcean capacitor effect, the IOBM

warming maintains the lingering El Niño influence on the

Asian–Pacific region in the upcoming summer (e.g., Xie et al.

2002). In addition to interannual variations, the IOBMmay also

contain a significant warming trend (Allan et al. 1995; Terray

andDominiak 2005), possibly induced by anthropogenic climate

change since the 1960s (Levitus et al. 2009).

The second leading mode is the Indian Ocean dipole (IOD)

mode (e.g., Saji et al. 1999). Webster et al. (1999) and Saji et al.

(1999) demonstrated that the IOD mode is characterized by

SSTAs of opposite sign between the eastern and western

equatorial Indian Ocean, which play an active role in regional

and global climate on the seasonal and interannual time scales.

Unlike the thermodynamic IOBM, the IOD is a dynamic mode

(Huang and Kinter 2002). Although its coupled nature is

generally recognized, there has been a great deal of disagree-

ments about the triggeringmechanisms of an IODevent (Allan

et al. 1995). Some researchers argued that the dipole event is an

inherent phenomenon of the Indian Ocean, even though it

sometimes occur simultaneously with ENSO (Saji et al. 1999;

Webster et al. 1999; Yamagata et al. 2004; Meyers et al. 2007).

Others argued that the IOD is partly forced by the ENSO-

induced zonal wind anomalies over the equatorial Indian

Ocean (e.g., Klein et al. 1999; Huang and Kinter 2002). It is
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likely that the IOD events have multiple triggering sources.

In a set of coupled simulations forced with observed SSTA

outside the Indian Ocean, Huang and Shukla (2007a) repro-

duced many historical IOD events from 1958 to 1998. On the

other hand, when the SST climatology is prescribed outside the

Indian Ocean, summer deep convection over the northwestern

Pacific can still trigger active IOD (Huang and Shukla 2007b).

Similarly, Zhang et al. (2018) showed that the South China Sea

summer monsoon is a potential trigger for the IOD.

There are fewer studies focusing on the subsurface vari-

abilities (e.g., Feng et al. 2001; Rao et al. 2002;Wang 2019) than

on the SST variabilities in the Indian Ocean (Saji et al. 1999;

Webster et al. 1999; Venzke et al. 2000; Guo et al. 2018). Li

et al. (2005) pointed out that anomalous wind on the surface of

the central equatorial Indian Ocean is a major factor leading to

the occurrence and development of the IOD. Fischer et al.

(2005) proposed that the anomalous easterly winds along the

equator stimulate upwelling Kelvin waves that reach the

eastern coast rapidly. Then the wave spreads north and south

as coastal Kelvin waves, shoaling the thermocline and cooling

the SST over the eastern Indian Ocean, triggering an IOD

event. The Bjerknes feedback further enhances the wind and

SST anomalies, as well as the anomalous zonal gradient of the

equatorial Indian Ocean thermocline (e.g., Chambers et al.

1999; Huang and Kinter 2002; Rao et al. 2002; Xie et al. 2002).

At the same time, westward-propagating downwelling Rossby

waves, excited by the anomalous wind stress curl located in the

central-eastern basin near 58–108S, increase the depth of the

thermocline. These off-equatorial thermocline anomalies prop-

agate westward as Rossby waves (Masumoto and Meyers

1998), which suppress the Seychelles–Chagos thermocline

ridge and warm up the SST over the southwestern Indian

Ocean at a fewmonths’ lag (Huang andKinter 2002; Xie et al.

2002; Jury and Huang 2004; Huang and Shukla 2007a). This

delayed subsurface influence reduces the IOD growth and

facilitates a switch from the IOD to the IOBM stage (Huang

and Shukla 2007a).

Because the basic physical properties of the IOD are similar

to those of ENSO, some researchers explained the mechanism

of IOD with theories that are used to explain ENSO, such as

the recharge oscillator (RO) paradigm (Jin 1997). RO has two

basic features. 1) Since the phase speed of equatorial Kelvin

waves is fast, the zonal wind stress anomalies are in equilibrium

with the anomalous thermocline slope along the equator

(Neelin 1991). 2) The cyclic nature of ENSO results from dis-

equilibrium between the zonal mean equatorial thermocline

depth and wind stress (e.g., Schneider et al. 1995). Meinen and

McPhaden (2000) demonstrated that the equilibrium and dis-

equilibrium modes are well represented by the first two EOF

modes of the 208C isothermdepth anomalies (D20) in the tropical

Pacific,which they referred to as the tiltmode and thewarmwater

volume (WWV)mode respectively (Clarke 2010; Kumar andHu

2014). To represent the WWV mode succinctly, Meinen and

McPhaden (2000) defined aWWV index as the spatial integration

of D20 over 58S–58N, 1208E–808W. In general, the WWV index

is a good ENSO predictor because the increase of upper-ocean

heat content is a prerequisite for El Niño (Wyrtki 1975; Cane and

Zebiak 1985; Schneider et al. 1995; Hu et al. 2017).

The RO paradigm has been used to understand the equa-

torial variability in the other tropical oceans. Jansen et al.

(2009) found that the equatorial Atlantic variability is well

described by the RO model. Hu et al. (2013) showed that

the two leading EOF modes of the vertical–longitude cross

sections of the upper-ocean temperature anomalies in the

equatorial Atlantic represent the WWV and tilt modes, re-

spectively. However, results in the Indian Ocean seem to be

mixed. Jansen et al. (2009) studied the IOD from the per-

spective of the RO theory but found the role of the heat con-

tent to be secondary. On the other hand, McPhaden and

Nagura (2014) showed that the wind-forced Rossby waves in

58–108S are reflected at the western boundary into equatorial

Kelvin waves at a sufficient lag from the ongoing IOD event,

which facilitates its phase transition and generates a biennial

character in the IOD mode. In general, the interannual varia-

tions of the upper-ocean heat content in the tropical Indian

Ocean show a broad time scale from 2 to 5 years (Huang and

Kinter 2002; McPhaden and Nagura 2014). However, this

observed time scale seems to be determined partially by the

external ENSO forcing. Whether the Indian Ocean has an in-

trinsic interannual oscillation and what constitutes its charac-

teristic time scale need to be further analyzed.

The purpose of this study is to understand the nature of the

interannual variability of the upper-ocean temperature in the

equatorial Indian Ocean using a long dataset from a compre-

hensive ocean reanalysis. We focus on an objectively identified

interannual oscillation of RO characteristics and analyze the

evolution of heat content anomalies (HCAs), SSTAs, and wind

anomalies at 10-m level during its life cycle. For this purpose,

we first conduct an EOF analysis to identify the spatial and

temporal patterns of the first three leading modes of the upper-

ocean temperature anomalies in the equatorial Indian Ocean.

Then, the physical processes of the equatorial variability re-

lated to the first two leading modes and their connections with

atmospheric and oceanic variations in the Indian Ocean are

investigated. A nonlinear long-term warming trend of the

Indian Ocean identified from the third EOF mode is also an-

alyzed. This paper is organized as follows. After the intro-

duction, section 2 briefly introduces the reanalysis datasets

used in this work. In section 3 we present the results, and a

summary and discussion are given in section 4.

2. Data and methods

The monthly ocean temperature data of the Ocean Reanalysis

System 4 (ORAS4) from January 1958 to December 2015,

produced by the European Centre for Medium-RangeWeather

Forecasts (ECMWF) (Balmaseda et al. 2013), are used in this

analysis. The horizontal grid spacing is 18 latitude 3 18 lon-
gitude, which is interpolated from the original grid. There are

20 vertical levels of about 10-m level thickness in the upper

315m and 42 levels above 5350m. The SSTA and upper-

ocean HCA (defined as the mean ocean temperature anom-

alies of the upper 315m multiplied by the density and the

specific heat of seawater) from 1958 to 2015 are also exam-

ined. The datasets of monthly mean zonal and meridional

winds at 10-m level for 1958–2015 are from theNational Centers
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for Environmental Prediction (NCEP)–National Center for

Atmospheric Research (NCAR)Reanalysis (Kalnay et al. 1996),

which was downloaded from https://psl.noaa.gov/data/gridded/

data.ncep.reanalysis.derived.surfaceflux.html.

Following Hu et al. (2013), an EOF analysis is conducted on

the upper-ocean temperature anomalies from January 1958 to

December 2015 averaged between 28S and 28N and distributed

at 20 levels from 0 to 315m. Considering the uneven distribu-

tion of the vertical levels, the data at each level are weighted by

the square root of its corresponding layer thickness before

constructing the covariancematrix for the EOF analysis. In this

study, traditional spectral analysis such as the fast Fourier

transform (FFT) method is used to identify periodic compo-

nents in the PCs. The original periodograms of detrended PCs

are smoothed utilizing modified Daniell smoothing of length 5.

However, the traditional spectral analysis starts with pre-

scribed basis functions and the window functions used in these

methods for smoothing spectral estimates are subjectively

chosen which would also contribute to distortion of spectra

(Padmanabhan and Rao 1986; Wu and Shen 2016). To over-

come these issues, the empirical mode decomposition (EMD)

was introduced as a part of the Hilbert–Huang transform

(Huang et al. 1998). The EMD method extracts oscillatory

intrinsic mode functions (IMFs) from the data by utilizing local

minima and maxima, so it is an adaptive filter in nature. To

overcome the mode mixing problem of EMD, Wu and Huang

(2009) later developed ensemble empirical mode decomposi-

tion (EEMD) analysis, which adds multiple noise realizations

to the observed time series before the decompositions and

derive ensemble averaged IMFs (Wu and Huang 2009). The

EEMD technique based on the local characteristic time scales

of the data itself, without introducing a priori basis functions.

The effectiveness of EEMD has been applied widely in

geophysical fields (Huang and Wu 2008; Wu and Huang 2009;

Feng et al. 2014) and it is superior to traditional spectral

analysis in extracting the annual cycle components from cli-

mate variable (Wu et al. 2007; Qian et al. 2011). Thus we further

take advantage of the EEMD analysis to investigate the annual

cycle components from the original principal component (PC).

Several climate indexes are used in this study. The ENSO

signal is represented by the Niño-3.4 index, defined as the av-

eraged SSTA over 58S–58N, 120–1708W (Barnston et al. 1997).

The definition of dipole mode index (DMI) follows (Saji et al.

1999) as the difference in the averaged SSTA between the

western (108S–108N, 508E–708E) and southeastern (108S–108N,

908–1108E) tropical Indian Ocean. When the DMI is positive,

the phenomenon is referred to as the positive phase of IOD;

when it is negative, it is referred to as the negative phase of

IOD. The IOBM index is defined as the averaged SSTA in

208S–208N, 408–1108E (Yang et al. 2007).

3. Results

As a background for the discussion of the interannual vari-

ability of upper-ocean temperature along the equatorial Indian

Ocean (IO), we briefly summarize the basic features of the

mean state and seasonal cycle. Themajor part of the equatorial

IO can be regarded as a portion of the Indo-Pacific warm pool,

where SST is higher than 288C (Feng andMeyers 2003). Unlike

the Pacific Ocean, there is no cold tongue in the eastern trop-

ical Indian Ocean where SST near the Sumatra coast is even

warmer than that near the western boundary. The equatorial

thermocline zone is roughly in the temperature range of 168–
268C marked by red and blue curves respectively (Fig. 1). We

use D20 (thick black curve) shown in Fig. 1 to characterize the

mean thermocline depth, which is nearly flat along the equator

FIG. 1. Longitude–depth cross sections of the upper-ocean temperature monthly climatology in the equatorial

Indian Ocean (0–315m, 508–958E, and averaged over 28S–28N) for (a) February, (b) May, (c) August, and

(d) November. The climatology is calculated using the monthly data from January 1958 to December 2015. The

contour interval is 28C with the thick blue, black, and red lines showing the 268, 208 (D20), and 168C isotherms.
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at depth slightly deeper than 100m. On the other hand, iso-

therms near the top of the thermocline (e.g., 268C; blue curve)

tilt up slightly westward in the central and western Indian

Ocean in most of the seasons.

In response tomonsoonal winds, the IndianOcean exhibits a

unique seasonal cycle (Schott et al. 2009). During the summer

monsoon season, southerly alongshore winds cause pronounced

upwelling in the western Indian Ocean and enhance the upward

tilting of the upper-ocean isotherms (Fig. 1c). Seasonal upwell-

ing also occurs off the coasts of Java and Sumatra during boreal

summer and is weakened during winter season, but it is hardly

observed in Fig. 1 due to the spatial averages of temperature in

28S–28N. Interannual fluctuation of the upwelling in the eastern

IOmay be an important trigger of IOD events. Another unique

feature is the prevailing semiannual westerly winds on the equator

during intermonsoon transitions (e.g., May and November; not

shown) although the thermocline is nearly flat in these months

(Figs. 1b,d). In response, strong eastward equatorial currents

appear twice per year. Referred to as the Wyrtki jets after the

discoverer (Wyrtki 1973), these currents deepen the thermocline

near the eastern Indian Ocean and suppress the seasonal up-

welling there. Measured by D20, the seasonal variation of the

depth of the equatorial thermocline is not obvious. In this work,

we focus on the interannual time scale variabilities in the upper

ocean, and the relevant physical processes.

a. Leading modes of the upper-ocean temperature
variability

Figure 2 shows the first three leading EOF modes of the

monthly anomalies of the upper-ocean temperature and the

corresponding principal components, which together explain

over 70% of the total variance. North’s rule of thumb for dis-

tinction indicates that the eigenvalues of EOFs 1–3 are statis-

tically separated (North et al. 1982). The spatial pattern of

EOF1 (Fig. 2a), which accounts for 42.6% of the total variance,

depicts opposite fluctuations between the eastern and western

equatorial Indian Ocean, presenting an east–west ocean tem-

perature dipole-like variation in the equatorial subsurface

ocean. On average, the subsurface ocean temperature vari-

abilities in the eastern equatorial IO are stronger than those in

the western equatorial IO. The depths of the location of the

ocean temperature variation center in the eastern and western

equatorial IO are at about 100m where the climatological

thermocline is located (see the green dashed line in Fig. 2a).

Therefore, this EOF mode corresponds to an enhanced up-

ward (downward) tilt of the equatorial thermocline toward

the east when PC1 is positive (negative). One should also note

that similar EOF1 patterns have been derived for the equato-

rial Pacific Ocean (Kumar and Hu 2014) and the equatorial

Atlantic Ocean (Hu et al. 2013). These previous studies have

referred to this pattern as the tilt mode (Clarke 2010; Kumar

and Hu 2014), representing the equilibrium state in the RO

paradigm (Jin 1997).

PC1 exhibits dominant variability on an interannual time

scale (Fig. 2d). Its power spectrum shows near red noise dis-

tribution from the subannual to interannual band with statis-

tically significant subannual, near-annual, and near-biennial

peaks above the 95% confidence level (Fig. 3a). On the other

hand, there exists a mild trend as more noticeable negative

episodes occurred after the 1970s (Fig. 2d). PC1 is correlated

with the SSTA in the IO and the other oceans, especially the

IOD and ENSO-like patterns (Fig. 4a). When PC1 lags DMI

by 1 month, their statistically significant correlation coefficient

reaches a maximum of 0.33 (not shown). Since the subsurface

temperature anomalies are stronger than those at the surface

(Fig. 2a), the SSTA associated with IOD is likely a surface

manifestation of the subsurface thermocline adjustment (Tan

et al. 2003). The correlation between PC1 and the Niño-3.4
index is also statistically significant and up to 0.32 when there is

no lag (not shown), indicating a simultaneous correlation of the

PC1 with ENSO. It should be pointed out that EOF1 does not

exclusively represent the IOD and PC1 is only moderately

correlated with both ENSO and IOD indices.

The EOF2 (Fig. 2b) accounts for 16.4%of the total variance.

It also shows an out-of-phase variation between the western

and eastern IOB. Compared with EOF1, its negative loading is

greatly weakened, while its positive loading is enhanced and

extends eastward. West of 758E, the maximum loading is lo-

cated near the mean thermocline around 100m (green dashed

curve, Fig. 2b). In the eastern IO, the negative loading lies

above the mean thermocline while the positive loading lies

below, indicating the out-of-phase variation of temperature

across the thermocline. It is further noticed that the opposite

anomalies in the upper and lower thermocline are asymmetric,

with the lower thermocline anomalies dominating. Therefore,

in the positive (negative) episodes of PC2 (Fig. 2e), the ther-

mocline deepens (shoals) in the equatorial IO and the ther-

mocline zone in the east becomes much wider (narrower). We

hypothesize that the EOF2 is an analog to the WWV mode of

the RO paradigm, which presents a more complicated struc-

ture than the EOF patterns of WWV in the equatorial Pacific

(Kumar and Hu 2014, their Figs. 4c and 4d) and Atlantic (Hu

et al. 2013, their Fig. 3c). Hu et al. (2013) showed that the

WWVmode in the equatorial Atlantic represents a deepening

(shoaling) of the equatorial thermocline throughout the basins.

Different from PC1, PC2 has a weak correlation with the

SSTAs in the tropical Indian and Pacific Oceans (Fig. 4b). The

maximum correlations between PC2 and SSTA are present off

the equator.

PC2 shows not only a substantial amount of variation in the

interannual time scales but also significant low-frequency

fluctuations (Fig. 2e). For example, prolonged positive pha-

ses occurred during 1958–68 and 2006–15; negative ones oc-

curred in 1969–78 and 1999–2006 (Fig. 2e). Different fromPC1,

the spectrum of PC2 is nearly white from annual to interannual

frequencies because PC2 contains a variety of different fre-

quency fluctuations. However, the power spectrum of PC2

shows a peak at the period of about 10months andminor peaks

at periods of about 1.5 and 4 years (Fig. 3b). Consistent with

our visual observations of Fig. 2e, the most significant periods

in the spectrum are more than 10 years, suggesting that it

contains multidecadal to decadal variability (Fig. 3b).

The third leading mode (EOF3) accounts for 12.0% of the

total variance (Fig. 2c) with major loading in the upper 150m.

The loadings of EOF3 above 100m are basically of the same

sign, indicating a coherent ocean temperature variation that
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includes that of the oceanic mixed layer (OML) but extends

deeper. An area of the opposite sign is located at the depth of

110–140m in the eastern IO. Such a spatial pattern of EOF3

(Fig. 2c) suggests that as the OML is warmed up, the upper

thermocline is also warmed while the lower thermocline cools

down in the east. In addition to substantial interannual fluc-

tuations, PC3 (Fig. 2f) stands out with a long-term upward

trend, signifying that the OML is warming up significantly

throughout the whole period. From Fig. 4c, we can see that

PC3 and SSTA are positively correlated across the whole IO

basin. This is consistent with a statistically significant corre-

lation coefficient between PC3 and IOBM index of 0.37 (not

show). The power spectrum of PC3 (Fig. 3c) is similar to that

of PC2 (Fig. 3b), with near white-noise bands from the sub-

annual to interannual range. Against the red noise background,

there are two significant bands around subannual and decadal

frequencies (Fig. 3c). The interannual variations, however, are

relatively weak.

b. The equatorial Indian Ocean oscillation

Next, we examine whether there are oscillatory and prop-

agating modes in the interannual variations. In general, a

propagating mode cannot be characterized by one EOF mode.

However, although the simultaneous correlation coefficients

FIG. 2. The (a) EOF1, (b) EOF2, and (c) EOF3 of the upper-ocean temperature anomalies (0–315m, 508–958E, and averaged over 28S–
28N) along the equatorial Indian Ocean, and their corresponding normalized (d) PC1, (e) PC2, and (f) PC3. The unit of the EOFs is 8C.
The thick green dashed lines in (a)–(c) are the climatological mean D20.
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among PCs are zero due to the orthogonality of the EOF

technique, the lead–lag correlations betweenPC1 and PC2 show

the maximum correlation coefficient of 0.40 when the PC1 leads

PC2 by two months (Fig. 5a). On the other hand, there are no

significant lead–lag correlations between PC1 and PC3 and be-

tween PC2 and PC3 (not shown). The time lag between PC1 and

PC2 indicates that, starting from the stage when the cold ocean

temperature anomalies prevail in the eastern IO (EOF1), the

subsurface warm anomalies over the western IO shown in EOF1

may spread eastward with time. After about a couple of months,

they are likely to occupy the entire equatorial IO in depth be-

tween 100 and 200m. As a result, the original strong negative

anomalies over the eastern Indian Ocean will be greatly weak-

ened and EOF2 pattern emerges. It means that EOF2may be the

next stage following EOF1. Therefore, we speculate that these

two EOF modes may be connected through the RO paradigm.

The maximum lead–lag correlation between PC1 and

PC2 (Fig. 5a) is smaller than the corresponding one in the

equatorial Pacific (Fig. 3d; Kumar and Hu 2014). This may be

because there is no single dominant variability in the equatorial

IO such as that in the equatorial Pacific Ocean associated with

ENSO. As a result, each EOF mode contains multiple signals

of the interannual to decadal time scales although the coherent

variations between EOF1 and EOF2 may exist mainly on the

interannual time scale. Although it is possible to specify the

dominant period of a time series using spectral analysis, this

method is limited to an a priori stationary structure, such as a

sine curve, ignoring the nonlinearity and nonstationarity of

climate variations (Qian et al. 2011; Wu and Shen 2016).

Therefore, it seems necessary to separate signals of the PCs

into those with different time scales using EEMD analysis. As

previously mentioned, EEMD is an adaptive time series anal-

ysis technology developed in recent years, which is suitable

for analyzing nonlinear and nonstationary time series such

as climate data (Wu and Huang 2009). It should be pointed

out that the traditional methods of spectral analysis have some

FIG. 3. Power spectrum of normalized (a) PC1, (b) PC2, and (c) PC3 (black line) from which the linear trend is removed. The corre-

sponding ‘‘red noise’’ curve (green line) and the curves indicating the 5% and 95% confidence bounds (blue and red line) are also plotted.

FIG. 4. The correlations of (a) PC1, (b) PC2, and (c) PC3with global SSTA in January 1958–December 2015.Dotted

areas indicate that the correlations are statistically significant above the 95% confidence level.
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disadvantages such as poor resolution, a priori stationary basis

functions, and subjective choice of amount of smoothing

(Padmanabhan and Rao 1986; Qian et al. 2011). These limita-

tions may cause some discrepancies between the periods ob-

tained by spectral analysis and EEMD analysis (Ren and Liu

2018). Following Huang et al. (2012) and Feng et al. (2014), we

perform an EEMD analysis on all three PCs separately and

obtained nine oscillatory modes (IMFs 1–9) from high to low

frequency and a long-term trend (IMF10) for each PC.

As an example, Fig. 6 shows the IMFs and nonlinear trend

from PC1. It can be seen that PC1 is succinctly decomposed to

components of different variations from the subannual to in-

terannual to interdecadal time scales. The subannual signals

include vigorous variations on time scales of 3–4 months

(IMF1; Fig. 6a) and 7–8 months (IMF2; Fig. 6b). Physically,

IMF1 corresponds to near 90-day fluctuation along the south-

ern coast of Sumatra and Java (Iskandar et al. 2005) whereas

IMF2 is associated with the stronger semiannual variability.

Both are well-known dynamical variations in the equatorial

IO. Sengupta et al. (2007) suggest that there is an intrinsic

90-day time scale in the equatorial IO arising from wave ad-

justment. On the other hand, Han et al. (2011) argue that

dominant signals at 90-day and semiannual (180-day) periods

represent basin resonances in response to fluctuating wind

forcing. In both scenarios, these subannual signals are domi-

nated by active equatorial waves. The interannual signals are

composed of near-annual (IMF3; Fig. 6c) and 3- and 5-yr

(IMF4 and IMF5; Figs. 6d,e) variations. The near-annual band

is most active and continuous whereas IMF4 is more inter-

mittent with large peaks occurring in themajor El Niño winters
(e.g., 1972–73, 1982–83, and 1997–98). IMF5 is apparently

weaker than the other two. The interdecadal band, composed

of the rest of the fluctuating IMFs, has a characteristic time scale

of 10–12 years and generally weaker amplitude than the inter-

annualmodes (Fig. 6f). The last IMF(Fig. 6g) shows amonotonic

weak decreasing trend, which is also visible in the original PC1

(Fig. 2d). These EEMD components of PC1 correspond largely

to the distribution of its power spectrum (Fig. 3a). The EEMD

decompositions of PC2 and PC3 yield similar results, although

the intensities of different frequency bands vary (not shown).

We have examined the lead–lag correlations between PC1

and PC2 with respect to their subannual, interannual, and in-

terdecadal bands. For the EEMD-isolated interannual time

scale variations only (sum of IMFs 3–5), the maximum lag

correlation between PC1 and PC2 increases to 0.60 and occurs

when PC1 leads PC2 by 5 months (Fig. 5b). Further examining

each of the three interannual-time-scale components (IMFs 3,

4, and 5) of PC1 and PC2 suggests that only the IMF3s of PC1

and PC2 show a coherent oscillatory relationship with a steady

phase difference although the amplitude of the PC1’s IMF3 is

generally larger (Fig. 7a). The power spectrum analysis con-

firms that the two IMF3s have a similar spectral period at around

15 months (not shown). The maximum of lead–lag correlation

coefficient reaches 0.67 for their IMF3s when PC1 leads PC2 by

4 months. Therefore, we argue that the coherent variability as

depicted by PC1 and PC2 is an oscillation on this particular time

scale, which we refer to as the equatorial IO oscillation.

To further examine the evolution within the oscillation cy-

cle, we conducted a phase-based composite analysis (Lau and

Lau 1990; Moron et al. 1998; Huang and Kinter 2002). For this

purpose, we first reconstructed the filtered spatial-temporal

fields of the ocean temperature anomalies by summing up the

IMF3 components of PC1 and PC2, each multiplied with its

corresponding EOF mode, respectively. The IMF3 of PC3

contains a much weaker signal on this frequency band and is

not counted in the reconstruction. Following the procedure of

Moron et al. (1998), a new EOF analysis is conducted on the

reconstructed field and its first normalized PC, denoted as c(t),

is used as the index to represent the equatorial IO oscillation.

Shown as the red curve in Fig. 7b, c(t) demonstrates very

FIG. 5. Lead–lag correlations (a) between PC1 and PC2 and (b) between the interannual variability of PC1 and

PC2. Hatched areas indicate that the correlation coefficients are statistically significant above the 95% confidence

level. Positive (negative) numbers of the x axis represent the months that PC1 lags (leads) PC2.
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similar oscillatory characteristics to the IMF3s of PC1 and PC2

as shown in Fig. 7a. Its power spectrum also shows a significant

period around 15 months (Fig. 7c).

The amplitude A(t) and phase u(t) of this oscillation can be

obtained from the following complex equation as c0(t)1 ic(t)5
A(t)exp[iu(t)], where c0(t) (dashed blue curve, Fig. 7c) is the

normalized time derivative of c(t) (Moron et al. 1998). Figure 8

shows the time series of A(t) (Fig. 8a) and u(t) (Fig. 8b). It can

be seen that the amplitude of the oscillation is variable and

peaked around 1998 (Fig. 8a) while its phase varies cyclically in

the range of 21808 and 1808. For a complete cycle, its phase

increases nearly monotonically from21808 to 1808, even though

the period of each cycle is somewhat variable. Operating in the

near-annual to biennial frequency band, the oscillation seems

quite continuous, except for a few interruptions, such as those in

1963, 2004, and 2013 (Fig. 8b).

The phase-based composite is constructed using both the

instant phase and amplitude as shown in Fig. 8 with the fol-

lowing procedure. First, every identified full cycle with in-

creasing phase from 21808 to 1808 is evenly divided into eight

subphase intervals of 458 each. For example, subphase 1 is

defined as 21808 # u(t) # 21358. Then data samples from all

full cycles that fall in a given subphase are selected to form the

composite of that subphase, as long as the sample’s instant

amplitude is greater than a given threshold [A(t) . 0.8]. As a

result, for any variable, we can get a sequence of eight com-

posites that characterize the evolution of the full life cycle in

the equatorial IO oscillation. Usually, half of the life cycle is

displayed with four subphase composites because the other

four composites are nearly mirror images with opposite signs.

From the composites of the four chosen consecutive phases

(referred to simply as 1, 2, 3, and 4 hereafter), we can see the

composite life cycle of this oscillation.

Figure 9 shows the composite evolution of the upper-ocean

temperature anomalies in the equatorial IO for the four con-

secutive phases, which corresponds to a half of the life cycle. In

phase 1, established cold temperature anomalies in the eastern

IO peak while the warm anomalies in the west continue to ac-

cumulate and expand eastward (Figs. 9a,b). In phase 2, a well-

developed asymmetrical tilting pattern with the cold anomalies

in the east and warm anomalies in the west is formed (Fig. 9b),

similar to EOF1 (Fig. 2a). From phase 2 to 3 (Figs. 9b,c), both

FIG. 6. The EEMD decompositions of PC1: (a) IMF1, (b) IMF2, (c)–(e) IMFs 3–5 (inter-

annual time scales), (f) IMFs 6–9, and (g) IMF10 (trend). The period (unit: months) of each

component is shown in the upper-right corner.
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the warm anomalies in the west and cold anomalies in the

east (i.e., the tilt mode) weaken somewhat. The cold anom-

alies in the east decay faster as the lower thermocline is

warmed up (Fig. 9c). In phase 4, the cold anomalies in the

eastern Indian Ocean disappear while warm anomalies spread

throughout the basin with maximum in the east (Fig. 9d). This

structure represents a general deepening of the equatorial ther-

mocline, corresponding to a state of maximum WWV in the

basin. It preconditions the opposite tilt pattern to develop in

the next phase. The evolution of the composites demonstrates

the development of the equatorial oscillation between the tilt

and WWV states following the RO paradigm.

The corresponding HCA composites in these four phases

(shading in Fig. 10) show the basinwide thermocline variations

associated with the equatorial IO oscillation. Also plotted on

Fig. 10 are the wind anomalies (vectors) at the 10-m level. In

phase 1 (Fig. 10a), cold HCAs are in the east and warm HCAs

in the west along the equator, signifying the anomalous east-

ward tilt of the thermocline. Correspondingly, equatorial

easterly wind anomalies prevail throughout the basin (vectors

in Fig. 10a), which maintain the Sverdrup balance along the

equator (Philander 1990). This quasi-equilibrium also persists

to phase 2 (Fig. 10b). In the meantime, the jetlike anomalous

easterly winds in phase 1 and 2 (vectors in Figs. 10a,b) generate

Ekman pumping on both sides of the equator and the off-

equatorial positiveHCAs in themidbasin (shading in Figs. 10a,b).

An asymmetry of the off-equatorial HCAs appears between

the north and south partly because of the barrier effect of the

Indian subcontinent in the north. More important, however, is

the contemporary weakening of the southeast trade winds in

the central basin, which, together with the equatorial easterly

anomalies, enhances the anticyclonic wind curl and extends

it southward. As a result, the HCAs are strengthened near 58–
108S, and propagate westward as slower Rossby waves, deep-

ening the thermocline in the western IO (Fig. 10b). In phase

3 (Fig. 10c), the negative HCAs are weakened in the eastern

IO, possibly due to the eastward propagation of the positive

HCAs along the equator. We hypothesize that the westward-

propagating off-equatorial Rossby waves are reflected into

equatorial Kelvinwaves at thewestern boundary. Furthermore,

the related weakening of the equatorial easterly anomalies may

also contribute to weakening of the negative HCAs in the east.

However, since the equatorial Kelvin waves cross the basin in

about 30 days (e.g., Sengupta et al. 2007), its propagation is not

FIG. 7. The time series of (a) IMF3 of PC1 (red solid line) and PC2 (blue dashed line) and

(b) c(t) (red solid line) and c0(t) (blue dashed line). (c) The spectrum of c(t) (black line) and the

corresponding ‘‘red noise’’ curve (green line) and the curves indicating the 5% and 95%

confidence bounds (blue and red line).
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as discernable as the off-equatorial Rossby waves in the se-

quence of composites. It is interesting to note that the initial

influence of the oceanic Kelvin waves seems to warm up the

lower thermocline in the eastern equatorial IO (Fig. 9c). As

ocean heat is persistently transported into the equatorial zone

in the west and then carried to the east, the thermocline is

deepened in the equatorial east Indian Ocean (Fig. 10d), which

leads to the switch to the negative episode of the oscillation.

Eventually, opposite sign variations appear with a similar evo-

lution to complete the life cycle. One should also notice that, as

an equatorial Kelvin wave hits the eastern boundary, it propa-

gates along the boundaries poleward in the form of coastal

Kelvin waves (Gill 1982). Part of the wave also propagates

westward as the reflected equatorial Rossby waves, at phase

speeds decreasing with latitudes. These features can be traced

through the sequence of the cold HCAs in the eastern Indian

Ocean (Fig. 10). Since the reflected Rossby wave propagates

more slowly, it is damped more than the eastward-propagating

Kelvin wave. Therefore, the reinforcement by the wind curl–

inducedHCAs en route is critical to ensure that the off-equatorial

waves reaching the western boundary still have substantial

strength.

Corresponding composites for SSTA in the Indian Ocean

show a largely consistent surface evolution. In interpreting the

SSTA patterns, one should keep in mind that the SSTA is

driven by subsurface temperature anomalies mainly in the

upwelling areas (Zhang and Han 2020), which are largely

confined in the equatorial waveguide, the coastal zones, and

FIG. 9. Longitude–depth cross sections of upper-ocean temperature anomalies composites averaged over 28S–28N
cross the Indian Ocean in phases (a) 1, (b) 2, (c) 3, and (d) 4. The unit is 8C.

FIG. 8. The (a) amplitude and (b) phase derived from the new PC1 [c(t)] and its time de-

rivative [c0(t)]. The unit of phase is degree and the straight line in (a) shows the amplitude

criteria for composites.
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the Seychelles–Chagos thermocline ridge. Outside these areas,

surface heat flux anomalies may also play an important role.

This is why the SSTA is distributed more broadly than HCA.

When negative subsurface temperature anomalies develop in

the eastern equatorial IO, they force the negative SSTAs lo-

cally and along the coast of Sumatra (not shown). Because of

the Bjerknes feedback, the anomalous zonal SST gradient

along the equator enhances the easterly anomalies, which in

turn induce deepening of the thermocline in the eastern

equatorial IO. This feedback pattern is most clearly seen in the

first stage (Fig. 11a). The negative SSTAs near the coast of

Sumatra in the eastern equatorial IO peak when the thermo-

cline shoals there and the equatorial eastern wind anomalies

prevail (Figs. 9a and 10a), while the warm SSTAs are still weak

in the west. By the second stage, as the thermocline deepens

from the central to western equatorial IO, warm SSTAs en-

hance and extend eastward while the negative SSTAs in the

east are weakened and largely off the equator (Fig. 11b).

Moreover, warm SSTAs also extend to the southeast. In ad-

dition to the somewhat quicker demise of the negative SSTAs

in the eastern equatorial IO, the southeastward extension of

the warm SSTAs (Fig. 11) gives a somewhat different surface

structure from the subsurface thermal pattern (Figs. 9 and 10).

We have found that the warm SSTAs extended to the southeast

tropical IO are mainly forced by the surface latent heat flux

anomalies associated with the weakened trade winds while

the equatorial SSTAs are generated by ocean dynamics and

being damped by the surface heat flux (not shown). Therefore,

the combination of the dynamical and thermodynamically in-

fluences form the SSTA structure. Phase 3 (Fig. 11c) shows

the demise of the negative SSTAs in the eastern equatorial

IO, with mild warm SSTAs in most of the tropical basin.

Corresponding to nearly negligible equatorial wind anomalies,

the equatorial SSTA is particularly weak and the ocean and

atmosphere are largely decoupled near the equator. In this

phase, the equatorial ocean temperature anomalies are mostly

subsurface around the thermocline (Figs. 9c and 10c), while the

surface manifestation is at a minimum. In phase 4, associated

with the basinwide deepening of the equatorial thermocline

that is most significant in the east (Figs. 9d and 10d), SSTAs

start to grow in the east (Fig. 11d). It is the initiation stage of

the equatorial IO oscillation of the opposite phases.

The physical processes associated with this typical life cycle

in the equatorial IO are similar to the RO paradigm of ENSO.

It is characterized by the equilibrium (east–west asymmetry)

and disequilibrium (east–west symmetry) of the upper-ocean

heat content components. That is, the equatorial ocean heat

content in the equatorial IO decreases before the positive IOD

event, and increases after the peak. We have also noticed that

the oscillation period is around 15 months, as shown in the

FIG. 10. The heat content anomaly (HCA; shading) and 10-m wind anomalies (vectors) composites in phases (a) 1,

(b) 2, (c) 3, and (d) 4. The unit is m s21 for the 10-m wind and Jm22 for HCA.
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power spectrum of c(t) (Fig. 7c). This is consistent with some

previous studies that the IOD index exhibits a notable biennial

component (e.g., Saji et al. 1999; Ashok et al. 2003) although a

broad oscillation period of 2–5 years is generally observed

(Huang and Kinter 2002; McPhaden and Nagura 2014). Our

study shows that the oscillation is inherent of the equatorial IO

with a quasi-periodicity around 15 months and the lower-

frequency expansion in the observed IOD variability probably

reflects the time scales of the external forcings such as ENSO.

c. A nonlinear long-term warming trend in the

Indian Ocean

As we have discussed in section 3a, PC1 and PC3 contain

apparent nonlinear long-term trends visually (Figs. 2d,f).

These trends are delineated quantitatively in the EEMD

analysis. Since the EEMD is adaptive, the trends are an in-

trinsically fitted monotonic function throughout the data span.

Wu et al. (2007) argued that this approach is superior to those

with extrinsic functions (e.g., linear trend) or predetermined

parameters (moving mean). Since the variance of the trend of

PC3 is much larger than the trend of PC1, we only focus on the

trend of PC3 here. Figure 12a shows the upward nonlinear

trend (red dashed curve) and linear trend (blue curve) super-

imposed on PC3 (black curve). Although the nonlinear trend is

similar to the linear trend, the warming is slightly accelerating

after 1983 (Fig. 12a). After removing the nonlinear trend, the

detrended PC3 with high-frequency variability is also shown in

Fig. 12b.

To explore how this nonlinear trend contributes to the

spatial pattern of EOF3, its linear regressions with the upper-

ocean temperature anomalies in 1958–2015 are presented in

Fig. 12c. It can be seen that the trends of upper-ocean tem-

perature anomalies along the equatorial IO vary vertically.

There is a warming tendency above 100m and a mild cooling

one around 100–300m (Fig. 12c), consistent with Barnett et al.

(2005) and Pierce et al. (2006). In addition, the long-term trend

in the eastern Indian Ocean is more significant than in the west

and the maximum positive regression coefficients are around

80m. Han et al. (2006) argued that this complex vertical

structure exists mainly in the southern tropical and equatorial

regions, because greenhouse gases heat up the ocean mixed

layer temperature by increasing downward surface heat flux

while the corresponding tropical wind anomalies increase the

Ekman pumping, which shallows the thermocline. Such long-

term trends of the subsurface ocean temperature may lead to

the enhanced stratification of the equatorial IO. Although the

vertical structure of the trend (Fig. 12c) bears a certain re-

semblance to the pattern of EOF3, it cannot explain the en-

hanced warming at 50–100m centered at the central-western

IO (Fig. 2c). In fact, the regression between the detrended PC3

and the upper-ocean temperature anomalies show a more

similar pattern with EOF3 around 50–150m in the central and

FIG. 11. The SSTA composites in phases (a) 1, (b) 2, (c) 3, and (d) 4. The unit of the SSTA is 8C.

4686 JOURNAL OF CL IMATE VOLUME 34

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 07/19/23 05:04 PM UTC



eastern IO (Fig. 12d). This indicates that the detrended fluc-

tuation of PC3 is mostly associated with the adjustment of the

thermocline slope, as well as the stratification in the thermo-

cline zone. It seems to be distinguished from the trend by the

much less changes in mixed layer temperature.

The trend and detrended fluctuation are also distinguished

by their different basin connections. Figure 13a shows that all

linear regression coefficients between SSTA and the nonlinear

warming trend are positive throughout the IObasin, representing

the continuing warming of the Indian Ocean. Compared with

Fig. 13a, though weak negative regression coefficients emerge in

the eastern equatorial IO and the southern IO when the trend of

PC3 is removed, the maximum regression coefficients are still

shown in the central equatorial IO (Fig. 13c).Unlike SSTA,HCA

has obvious long-term warming south of 208N and a slight

warming trend along the equator and northeastern region, while

it shows a cooling trend near 108S (Fig. 13b). Also plotted on

Fig. 13b are the linear regression coefficients between wind

anomalies at the 10-m level and the nonlinear warming trend

(vectors). The strengthening of equatorial westerly wind anom-

alies is conducive to eastern convergence andwestern divergence,

resulting in warming of the eastern equatorial IO. This HCA

pattern, including the cooling trend centered in the southwestern

IO, is qualitatively similar to the SSHA trend simulated by an

ocean general circulation model under observed surface forcing

for 1961–2008 (Han et al. 2010, their Fig. 1), which corroborates

with long-term tide gaugemeasurements well in several locations.

The decreased HCA and the sea level drop are associated with

the shoaling of the thermocline centered around the Seychelles

ridge and increasing vertical stratification there, based on an ex-

amination of the observed temperature profiles in the historical

archives (Alory et al. 2007). When the trend of PC3 is removed,

the SSTA and HCA regression patterns become more domi-

nated by equatorial-centered variations. The SSTA shows warm

anomalies in the central equatorial IO (Fig. 13c) while the HCA

pattern shows the contrast between the east and west, which is

FIG. 12. (a) The original PC3 (black solid line) superimposedwith the nonlinear trend (red dashed line) and linear

trend (blue solid line) from 1985 to 2015 and (b) the detrended PC3 (the nonlinear trend is removed). Linear

regression coefficients (c) between the nonlinear trend of PC3 and upper-ocean temperature anomalies and

(d) between the detrended PC3 and upper-ocean temperature anomalies (unit: 8C). Dotted areas indicate that the

correlations coefficients are statistically significant above the 95% confidence level.
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associated with the easterly wind anomalies in the central and

eastern equatorial IO (Fig. 13d). Although both patterns resem-

ble certain phases of the equatorial IO oscillation discussed in

section 3b, the meridional width of the equatorial anomalies is

generally wider, suggesting that lower-frequency signals may be

involved.

4. Summary and discussion

In this paper, we used a comprehensive ocean reanalysis for

1958–2015 to investigate the dominant patterns of interannual

variability of the ocean temperature above 315m in the

equatorial IO. It is found that the three leading EOF modes,

accounting for 70% of the total variance, characterize the

major patterns of the temperature anomalies associated with

the equatorial thermocline variations across the basin ranging

from subannual to interannual time scales. An equatorial os-

cillation with a quasi-regular period around 15 months can be

further identified from the coherent variations of the first two

EOF modes on interannual bands. Consistent with the RO

paradigm, this equatorial oscillation is characterized by the tilt

mode of the thermocline in its peak phases andWWVmode in

its transitional phases. The former is associated with an east–

west SSTA dipole pattern while the latter corresponds to a

displaced thermocline throughout the equatorial IO with little

surface manifestation.

Although the basinwide HCA patterns bear a resemblance

to the equatorial wave response to the equatorial wind forcing,

we should be cautious in resorting to Kelvin waves as a quan-

titative explanation. In fact, equatorial oscillations with explicit

Kelvin wave propagations occur in the subannual periods (e.g.,

Sengupta et al. 2007; Han et al. 2011). In comparison to these

subannual oscillations, the HCAs in our composites are less

symmetric with respect to the equator and less confined to the

equatorial waveguide. In particular, the HCAs near 58–108S
induced by wind stress curl in the midbasin provide slower

westward-moving off-equatorial Rossby waves, which supply

the warm water to recharge the equatorial zone after the

positive IOD peak. In this sense, our results are consistent with

the argument made by McPhaden and Nagura (2014) that the

cycling of heat content between the off-equatorial (58–108S)
and the equatorial zones keeps the biennial character of the

FIG. 13. Linear regression coefficients (a) between the nonlinear trend of PC3 and SSTA (shading; unit: 8C),
(b) between the nonlinear trend of PC3 and HCA (shading; unit: J m22) and between nonlinear trend of PC3 and

10-m wind anomalies (vectors; unit: m s21), (c) between the detrended PC3 and SSTA (shading; unit: 8C), and
(d) between the detrended PC3 and HCA (shading; unit: J m22) and between the detrended PC3 and 10-m wind

anomalies (vectors; unit: m s21). All of the linear regression coefficients shown in this figure are statistically sig-

nificant above the 95% confidence level.
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IOD. This scenario of the IOD biennial tendency is different

from the one proposed by some previous studies that consid-

ered it as an oceanic manifestation of the tropical biennial

oscillation (TBO) (e.g., a weak monsoon year is followed by a

strong monsoon year, and vice versa; Meehl 1993).

Stuecker et al. (2017) argued that the previously described

biennial frequencies of IOD are actually a near-annual band

when the monthly data are analyzed. Although this hints at the

possible existence of a shorter time scale variation related to

IOD, the physical mechanismwe proposed for about 15-month

variation of the upper-ocean heat content is totally different

from the one they propose. Stuecker et al. (2017) explain the

IOD variability as a response to stochastic, as well as external,

forcings and argue that its observed near-annual band arises

from the Indian Ocean response to the combination mode of

ENSO–annual cycle interactions (C-mode; Stuecker et al.

2013). In this scenario, no oscillatory mechanism and oceanic

memory are necessary within the Indian Ocean to generate the

observed IOD events. In our scenario, this approximately

15-month variability arises from an intrinsic oscillation within

the equatorial Indian Ocean, which forms the baseline of the

IOD variability. That is why subsurface ocean observations in

the tropical Indian Ocean seem to add skill to the IOD pre-

diction (Doi et al. 2017).

On the other hand, since this intrinsic oscillation is some-

what damped, external forcings ranging from white-noise at-

mospheric disturbances to lower-frequency climate variability

are crucial for the initial developments of specific events (e.g.,

Fedorov et al. 2003). These external forcings are most effective

during certain phases of the internal oscillation, which may

partly explain why major IOD events occur intermittently al-

though the baseline oscillation is presumably continuous.

Moreover, the ENSO forcing, having its own intrinsic fre-

quencies that are lower than the Indian Ocean oscillation, also

tends to enhance the lower-frequency band of the wide IOD

spectrum.

In addition to the interannual oscillation, our study also

identified a long-term nonlinear trend in the Indian Ocean.

The upper-ocean temperature anomalies along the equatorial

Indian Ocean are warming up above 100m and cooling down

around 100–300m. The subsurface cooling occurs in a broader

area centered in the southwestern equatorial Indian Ocean

[also see, e.g., Han et al. (2010, their Fig. 7)]. Trenary and Han

(2008) suggest that long-term changes in the surface winds over

the tropical Indian Ocean caused the thermocline cooling.

Some researchers also suggest that the SST warming trend in

the equatorial IO is related to the changes observed in the

summer monsoon circulation (Swapna et al. 2014). On the

other hand, Alory et al. (2007) found that the reduced trans-

port from the Indonesian Throughflow also played a major

role, possibly caused by the weakened trade winds in the

Pacific. Most studies agree that the long-term warming trend in

the Indian Ocean is a manifestation of anthropogenic global

warming (Barnett et al. 2005; Ihara et al. 2008). It is unclear

how the atmospheric and oceanic circulations respond to the

increase of greenhouse gas concentration that shaped its

complicated temporal and spatial structure. That deserves

further investigation. It is also noteworthy that there is

uncertainty in the low-frequency variability of the datasets

taken from the ORAS4, due to the discontinuity of tempera-

ture and forcings. Balmaseda et al. (2013) provided a detailed

description of data assimilation and surface forcing in ORAS4.

Moreover, we have yet to examine the multidecadal variations

in the Indian Ocean, which are important not only in its own

right but also in connecting the interannual variations with the

long-term climate change. Last, our results are based on one

ocean reanalysis and need to be corroborated by conducting

similar analyses with different observational and/or reanalyzed

ocean datasets.
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